Spectroscopic evidence for Fermi liquid-like energy and temperature dependence of the relaxation rate in the pseudogap phase of the cuprates
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Cuprate high-Tc superconductors exhibit enigmatic behavior in the nonsuperconducting state. For carrier concentrations near “optimal doping” (with respect to the highest Ts), the transport and spectroscopic properties are unlike those of a Landau–Fermi liquid. On the Mott-insulating side of the optimal carrier concentration, which corresponds to underdoping, a pseudogap removes quasi-particle spectral weight from parts of the Fermi surface and causes a breakup of the Fermi surface into disconnected nodal and anti-nodal sectors. Here, we show that the near-nodal excitations of underdoped cuprates obey Fermi liquid behavior. The lifetime τ(ω, T) of a quasi-particle depends on its energy ω as well as on the temperature T. For a Fermi liquid, 1/τ(ω, T) is expected to collapse on a universal function proportional to (ℏω2 + (p-sk)2)2. Magnetotransport experiments, which probe the properties in the limit ω = 0, have provided indications for the presence of a T* dependence of the dc (ω = 0) resistivity of different cuprate materials. However, Fermi liquid behavior is very much about the energy dependence of the lifetime, and this can only be addressed by spectroscopic techniques. Our optical experiments confirm the aforementioned universal ω- and T dependence of 1/τ(ω, T), with ω ~ 1.5. Our data thus provide a piece of evidence in favor of a Fermi liquid-like scenario of the pseudogap phase of the cuprates.

The compound HgBa2CuO4+δ (Hg1201) is the single-layer cuprate that exhibits the highest Tc (97 K). We therefore measured the optical conductivity of strongly underdoped single crystals of Hg1201 (Tc = 67 K). Here we are interested in the optical conductivity of the CuO2 layers. We therefore express the optical conductivity as a 2D sheet conductance G(ω) = d,σ(ω), where d, is the interlayer spacing. The real part of the sheet conductance normalized by the conduction quantum G0 = 2e2/h is shown in Fig. 1. As seen in the figure, a gap-like suppression below 140 meV is clearly observable for temperatures below Tc and remains visible in the normal state up to ~250 K. This is a clear optical signature of the pseudogap. We also observe the zero-energy mode due to the free charge carrier response, which progressively narrows upon lowering the temperature. In materials where the charge carrier relaxation is dominated by impurity scattering, the width of this “Drude” peak corresponds to the relaxation rate of the charge carriers. Relaxation processes arising from interactions have the effect of replacing the constant (frequency-independent) relaxation rate with a frequency-dependent one. The general expression for the optical conductivity of interacting electrons is then

\[ G(\omega, T) = \frac{i\hbar}{\omega + M(\omega, T)} \]

The spectral weight K corresponds to minus the kinetic energy if the frequency integration of the experimental data is restricted to intraband transitions. The effect of electron–electron interactions and coupling to collective modes is described by the memory function M(ω, T) = M1(ω, T) + iM2(ω, T), where h^−1M2(ω, T) = 1/τ(ω, T) represents the dynamical (or optical) relaxation rate in the case of a Fermi liquid.

The zero frequency limit of the optical conductivity of Fig. 1 corroborates the recently reported temperature dependence of the dc resistivity (1) as shown in Fig. 2. Because K is practically temperature independent in the normal state (2), the low-temperature Tc dependence of the resistivity is due to the quadratic temperature variation of M2(0, T) = h/τ(0, T). The infrared data confirm that Hg1201 exhibits the lowest residual resistance among the cuprates and a change to a linear temperature dependence above Tc associated with the sudden closing of a pseudogap (3, 4). Fig. 2B shows this as a clear departure from the T^2 curve at ~7 × 10^5 K. The dc transport data, owing to the higher precision, allow for Hg1201 crystals of the same composition and doping to identify Tc ~ 350 K as the temperature above which the resistivity has a linear temperature dependence, and Tc^* ~ 220 K as the temperature below which the temperature dependence is purely quadratic. Finally, superconducting fluctuations become noticeable at Tc^* ~ 85 K.

The doping dependences of K and of the coherent spectral weight, defined as K^* = K/(1 + M1(ω, T)ℏω), are summarized in Fig. 3 for a number of hole-doped cuprates. The theoretical values of K based on the band parameters obtained from local density approximation (LDA) ab initio calculations are about a factor of 2 larger than the measured values, which is due to strong correlation predicted by the Hubbard model for U/c ≥ 4 (6). K decreases when the hole doping decreases, but does not extrapolate to zero for zero doping in accordance with the...
The analysis of Comanac et al. (7) in contrast, the coherent spectral weight $K^*$ is proportional to the hole doping $x$: $K^* = xK^0$, where $K^0 = 496$ meV, in agreement with the trend observed for La$_{2-x}$Sr$_x$CuO$_4$ (8) and YBa$_2$Cu$_3$O$_{8-x}$ (9). This provides strong evidence that a Mott insulator is approached as the doping is reduced. It cannot be determined from these data whether this occurs because (i) the quasi-particle residue is gradually suppressed (10, 11) or (ii) the Fermi surface arcs shrink to zero without vanishing of the nodal spectral weight (12, 13).

The real and imaginary parts of the memory function of underdoped Hg1201 with $T_c = 67$ K are shown in Fig. 4 for temperatures from 10 to 390 K. $M_1(\omega, T)$ has a linear slope extrapolating to $\omega = 0$, which becomes less steep at higher temperatures. The maximum at ~105 meV erodes gradually as temperature increases, but a residue of this structure remains visible even at 390 K. In Fig. 4E we show a plot of the frequency- and temperature-dependent mass enhancement factor $m^*(\omega, T) = M_1(\omega, T)/\hbar\omega + 1$. Above 60 meV $m^*(\omega, T)$ is a monotonously decreasing function of temperature. For $\omega$ that is not too large, $m^*(T)$ is, roughly speaking, a plateau at low temperature, with a weak maximum at $T(\text{max})$ followed by a linear-like decrease at higher temperature. $T(\text{max})$ increases when $\omega$ decreases and for $\omega \to 0$ extrapolates to 212 K $\sim T^*$, indicating another way of identifying $T^*$. The increase of $m^*(\omega, T)$ from about 3 at 90 K to 5 at $T^*$, taken together with the strong temperature dependence of $M_1(\omega, T)$ near its maximum at 105 meV, indicates that the charge carriers become increasingly renormalized when the temperature decreases. Our results also corroborate the observation in ref. 14 that the integrated optical conductivity does not decrease when $T$ decreases, so that no opening of an optical pseudogap is seen when, at $T^*$, part of the Fermi surface is removed by a pseudogap, despite the emergence of Fermi liquid behavior. For temperatures above 100 meV for the Bi2201 sample. However, the single-parameter scaling seems to persist into this regime for the other two materials (Y123 and Hg1201), leading to the speculation that impurity scattering also contributes to the disappearance of scaling above 100 meV for the Bi2201 sample.

Turning now to the dynamical relaxation rate $h^{-1}M_2(\omega, T) = 1/\tau(\omega, T)$, we observe from Fig. 4 that its frequency dependence exhibits an upward curvature for all temperatures. Also, the temperature dependence has a $T^2$ component at the lowest frequencies. Earlier indications for $T^2$ dependence of the scattering rate came from the dc $(\omega = 0)$ resistivity (1, 16, 17). For frequencies above 50 meV this component is either absent or completely masked by the onset of superconductivity (gray segments of the temperature traces). Although $M_2(\omega, T)$ has no maximum as a function of temperature, the curves have an inflection point which shifts from roughly 200 to 100 K when the frequency is raised from 10 to 50 meV. The saturation of $m^*(\omega, T)$ and the merger of the resistivity with a $T^2$ dependence indicate that the system enters a Fermi liquid-like state at $\sim 200$ K. We notice that at temperatures above $T_\ast$, the initial rise is given by a linear slope as a function of $\omega^2$ (Fig. 5. Inset). For an ideal Fermi liquid, $M(\omega, T)$ in the relevant range of $\omega$ and $T$ is, to a good approximation,

$$M(\omega, T) \cong \left( \frac{1}{Z^*} - 1 \right) \hbar \omega + iC \left[ (\hbar \omega)^2 + (p^2 k_BT)^2 \right]$$

where $Z^*$ is proportional to the quasi-particle residue, $C$ is a constant with units of inverse energy, and $p = 2$ (ref. 18 and Supporting Information). To check possible Fermi liquid characteristics of the data, we introduce a single parameter $\xi$ defined as $\xi^2 \equiv (\hbar \omega)^2 + (p^2 k_BT)^2$, and we investigate $M_2$ as a function of $\xi$. As shown in Fig. 6 for three underdoped cuprate materials [Hg1201, ortho-II YBa$_2$Cu$_3$O$_{6.5}$ (Y123) (ref. 19), and Bi2201 (ref. 20)] with hole concentration $x \approx 0.1$, the $M_2$ data of the normal state collapse in the low-energy range on a single scaling curve for $p = 1.5$. This value of $p$ was obtained by searching for the best scaling collapse for $1 \leq p \leq 2$ in steps of 0.1 (Supporting Information). Comparing the functional form of $M_2(\xi)$ for these three materials, we make the following observations: (i) Going from Hg1201 to Bi2201 (Fig. 6, Left and Right, respectively) in this plot, the residual (\xi = 0) value of $M_2(\xi)$ increases from 0 to about 80 meV. Indeed, it is generally thought that the relatively low values of $T_c$ in single-layer Bi2201 have to do with strong scattering by disorder (1, 21). (ii) We also notice that in the case of Bi2201 some negative curvature appears at the lowest energies, which is an indication that the Fermi liquid characteristics are affected to some extent, and appear to be relatively fragile with respect to disorder. (iii) The implications of the loss of scaling above 100 meV in the Bi2201 data are not entirely clear. In principle there is no reason to expect scaling, because this is clearly beyond the range of “universal” Fermi liquid behavior. However, the single-parameter scaling seems to persist into this regime for the other two materials (Y123 and Hg1201), leading to the speculation that impurity scattering also contributes to the disappearance of scaling above 100 meV for the Bi2201 sample.
that in cases such as the heavy fermion materials where this type of coupling dominates, the range of Fermi liquid behavior is smaller than 10 meV, making it particularly difficult to obtain the required measurement accuracy in an infrared experiment. Clean underdoped cuprates present in this respect a favorable exception because, as can be seen from Figs. 5 and 6, the relevant energy scale $\xi_0$ is about 100 meV for a doping level around 10%. Above this energy, $M_2(\omega, T)$ crosses over to a more linear trend as a function of both $\omega$ and $T$. This suggests that in cuprates the range of applicability of Fermi liquid behavior is limited by a different scattering mechanism that develops at high $T$ and high $\omega$ as the pseudogap gets filled.

The $\xi^2$-dependence of the relaxation rate can be understood as follows: An electron at a distance $\xi$ above the Fermi energy can, as a result of electron–electron interactions, decay to a final state $\xi$–$\Omega$ by creating an electron–hole pair of energy $\Omega$. The density of states of electron–hole pairs is the spin (charge) susceptibility

The most important observation borne out by these data is that the frequency dependence of $M_1(\omega, T)$ and $M_2(\omega, T)$ follows by and large the behavior expected for a Fermi liquid: At low frequencies and temperatures $M_1(\omega, T)$ is indeed a linear function of $\omega$, and $M_2(\omega, T)$ scales with $(\hbar \omega)^2 + (p\xi B T)^2$. Other hints at possible Fermi liquid behavior come from the recent discovery of quantum oscillations at low temperature and high magnetic field in underdoped $\text{YBa}_2\text{Cu}_3\text{O}_{6+x}$ (13) and $\text{YBa}_2\text{Cu}_3\text{O}_{5}$ (22), from the observation of the Fermi–Dirac statistics underlying the quantum oscillations (23), and from the two-fluid analysis (24) of NMR data (25). We note that recent theories (e.g., refs. 26–28) have emphasized the possible relevance of Fermi liquid concepts—or a hidden form of these in the superconducting regime (29)—to the metallic state of hole-doped cuprates. Our experimental observations provide a strong incentive for further theoretical work in this direction. We highlight two striking aspects of the data: (i) The slope $\partial M_1(\omega, T)/\partial \omega$ for $\omega \rightarrow 0$ decreases significantly as a function of increasing temperature; and (ii) $p<2$. We speculate that these issues are related to the progressive filling-in of the pseudogap as a function of increasing temperature. Already in a two-fluid picture of a nodal Fermi liquid in parallel to an antinodal liquid, non-universal features (for Fermi liquids) are introduced in the optical conductivity, because the properties at the Fermi surface change gradually from Fermi liquid at the nodes (30) to strongly incoherent and pseudogapped at the hot spots near the antinodes (31). In fact, also in other compounds $p$ is found to be different from 2 (32–34). Recently, Maslov and Chubukov interpreted this as a combination of Fermi liquid scattering and an additional source of elastic scattering from magnetic moments or resonant levels (35).

Theoretically, it is expected that the $T^2$- and $\omega^2$ dependence of $M_2(\omega, T)$ is limited to $\hbar \omega$ and $p\xi_0 B T$ lower than some energy scale $\xi_0$, which in the context of single-parameter scaling behavior of a Fermi liquid is proportional to the effective Fermi energy. Electronic correlations strongly reduce this energy scale compared with the bare Fermi energy. For most materials the issue of the Fermi liquid-like frequency dependence of $M_2(\omega, T)$ has remained largely unexplored. This is related to the difficulty
\(\rho(\omega)\), where spin (charge) refers to electron-hole pairs carrying (no) net spin. \(\chi(\Omega)\) can be strongly renormalized, but the property that \(\chi(\Omega) \propto \Omega\) in the limit \(\Omega \to 0\) is generic for Fermi liquids (24). Integration of the susceptibility multiplied with the memory function of underdoped Hg\(_1201\). Imaginary part of \(\chi(\Omega)\) for temperatures displayed. (Inset) Zoom of the low-\(\omega\) range showing a linear fit; temperatures are from 70 to 270 K in 20-K steps.

Materials and Methods

Sample Preparation. Single crystals were grown using a flux method, characterized, and heat treated to the desired doping level as described in refs. 37 and 38. The conductivity data in Fig. 1 are of a sample which has an onset temperature dependence of \(Hg_{1201}\) samples are hygroscopic. Therefore, the last stage of the preparation was to highlight the 70-, 280-, and 390-K data. (Inset) Zoom of the low-\(\omega\) range showing a linear fit; temperatures are from 70 to 270 K in 20-K steps.

\(\chi(\Omega)\), where spin (charge) refers to electron-hole pairs carrying (no) net spin. \(\chi(\Omega)\) can be strongly renormalized, but the property that \(\chi(\Omega) \propto \Omega\) in the limit \(\Omega \to 0\) is generic for Fermi liquids (24). Integration of the susceptibility multiplied with the memory function of underdoped Hg\(_1201\). Imaginary part of \(\chi(\Omega)\) for temperatures displayed. (Inset) Zoom of the low-\(\omega\) range showing a linear fit; temperatures are from 70 to 270 K in 20-K steps.

Materials and Methods

Sample Preparation. Single crystals were grown using a flux method, characterized, and heat treated to the desired doping level as described in refs. 37 and 38. The conductivity data in Fig. 1 are of a sample which has an onset critical temperature of 67 K and a transition width of 2 K. The crystal surface is oriented along the \(a-b\) plane with a dimension of about 1.51 × 1.22 mm\(^2\). Hg\(_{1201}\) samples are hygroscopic. Therefore, the last stage of the preparation of the sample surface is done under a continuous flow of nitrogen, upon which the sample is transferred to a high-vacuum chamber (10\(^{-2}\) mbar) within a few minutes. Before each measurement the surface is carefully checked for any evidence of oxidation.

Comparison with dc Resistivity. Transport measurements have been performed using the four-terminal method. Due to the irregular shape of the cleaved samples the absolute value of the dc resistivity can only be determined with about 20% accuracy. However, we obtained very high relative accuracy of the temperature dependence of the dc resistivity, as seen from identical temperature dependences of samples of the same composition and doping, regardless of having significantly different dimensions and shapes. An independent check of the dc resistivity was obtained from the \(\omega=0\) limit of the experimental infrared optical conductivity (Fig. 2). The dc resistivity had to be scaled by a factor of 0.66 to match the optical data, most likely due to the aforementioned influence of the irregular shape of the crystals on the absolute value of the measured dc resistances. The excellent match of the two temperature dependences demonstrates the high quality of both dc resistivity and optical conductivity data.
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I. Optical Spectroscopy

The infrared reflectivity of the $a$–$b$ plane was measured at near-normal incidence using a Fourier-transform spectrometer (8 meV–1.24 eV). In addition, ellipsometric measurements were performed in the near-IR to near-UV using a Woollam variable angle spectroscopic ellipsometer (0.8–3.7 eV). The procedure of ref. 1 was used to suppress possible spurious c-axis components in the reflectance curves. The absolute value of the reflectivity was obtained by an in situ gold evaporation on the sample. The sample was mounted in a high-vacuum home-made cryostat designed for high stability during the thermal cycles, a prerequisite for absolute temperature dependence of the reflectivity. The operating pressure was 10–2 mbar. Temperature cool-down sweeps have been performed between 395 and 10 K at a speed of 0.9 K/min, leading to about one reflectivity spectrum per Kelvin. To increase the signal-to-noise ratio, the data have been binned in 10-K temperature intervals. The long time-scale drift of the mid-IR detectors has been calibrated using a flipping mirror placed outside the cryostat in front of the sample. The absolute reflectivity calibrated for spectrometer throughput and drift is obtained from the relation

$$R(\omega) = \frac{I_{\text{sample}}(\omega)}{I_{\text{reference}}(\omega)} \frac{I_{\text{mirror}}(\omega)}{I_{\text{sample–mirror}}(\omega)}.$$  \[S1\]

The reflectivity spectra for selected temperatures are displayed in Fig. S1. As discussed in the main text, the consistency of this procedure is confirmed by the good correlation with the resistivity measurement shown. In addition, the c-axis reflectivity was measured at room temperature on a polished edge of the sample using an IR microscope attached to a conventional Fourier transform spectrometer. The frequency range of that measurement goes from 68 meV to 1.5 eV.

For frequencies above 0.8 eV we used spectroscopic ellipsometry with an angle of incidence set at 61° relative to the surface normal, providing after inversion of the Fresnel equations the so-called pseudodielectric function

$$\varepsilon_{ps}(\omega) = \sin^2 \theta \left( \frac{\sqrt{\varepsilon_{ab} - \sin^2 \theta \sqrt{\varepsilon_{ab} - \sin^2 \theta}}}{\sin^2 \theta \sqrt{1 - e^{-1} \sin^2 \theta} - \sqrt{\varepsilon_{ab} \cos^2 \theta}} \right)^2.$$  \[S2\]

where $\varepsilon_{ab}$ and $\varepsilon_c$ are the dielectric tensor elements in the $a$–$b$ plane and along the $c$ axis, respectively. The dashed curves in Fig. S2 represent the pseudodielectric function measured at 300 K. In the limit of zero anisotropy ($\varepsilon_{ab} = \varepsilon_c$) the pseudodielectric function becomes the dielectric function ($\varepsilon_{ps} = \varepsilon_{ab}$). We corrected for the c-axis dielectric function by fitting the pseudodielectric function, the $a$–$b$-plane reflectance and the c-axis reflectivities to a Drude–Lorentz model. The resulting $a$–$b$-plane dielectric functions are shown in Fig. S2 for a few selected temperatures. The reflectance and phase spectra were calculated in this data range using the Fresnel expression for normal incidence reflectivity. A perfect match was obtained in the range of overlap (0.8–1.2 eV) of ellipsometry and direct normal incidence reflectance data. The complex dielectric constant was obtained by standard Kramers–Kronig transformation of the reflectance data, using the reflectance and phase data between 0.8 and 3.7 eV to fix the high-frequency extrapolation. This procedure anchors the phase output of the Kramers–Kronig transformation in the entire frequency range to the experimental data between 0.8 and 3.7 eV.

II. Drude–Lorentz Analysis

To characterize the oscillator strengths and frequencies corresponding to the interband transitions, we have fitted to the experimental conductivities a linear superposition of Drude and Lorentz oscillators

$$\sigma(\omega) = 1 + S_h + \sum_{j=1}^N \frac{\omega_p^2}{\omega_j^2 - \omega^2 + i\gamma_j}.$$  \[S3\]

where $S_h$ summarizes the dielectric polarizability originating in oscillators at frequencies higher than the $j = 7$ mode at 5.2 eV. The dielectric function is understood to represent the superposition of the conduction electron (or hole) optical conductivity and the “bound charge” response

$$\varepsilon(\omega) = \frac{4\pi}{\omega} \sigma(\omega) + \varepsilon_h(\omega).$$  \[S4\]

The optical conductivity is shown in Fig. S3, together with the Drude–Lorentz fit. The corresponding parameters are summarized in Table S1.

III. Conduction Band and Bound Charge Contributions

Here we will interpret all oscillators below 1.2 eV as an intrinsic part of the conduction band response. The interpretation of the weak green peak at 1.4 eV is uncertain. Because the spectral weight is very small, it makes little difference for the discussion in the present paper whether or not we assume it to be part of the conduction band response. A reasonable approximation for the total (coherent + incoherent) conduction band spectral weight is therefore

$$\omega_p^2 = \sum_{h_{0j} \leq 1.2 eV} \frac{\omega_{pj}^2}{h_{0j}^2}.$$  \[S5\]

The resulting value for $h_{0j}$ is indicated in Table S1. An alternative scheme for determining the conduction band spectral weight consists of fitting the dielectric function in the full frequency range to a sum of bound charge oscillators above 1.2 eV and to use Allen’s formula for the conduction band conductivity of electrons coupled to bosons (2–4), where in the latter the amplitudes of the blocks of a histogram representation of the electron–boson coupling function are adjusted to obtain the best fit.

The rise in optical conductivity above 1.8 eV is due to the onset of O2p $\rightarrow$ Cu3d charge-transfer transitions. The dielectric response described by the oscillators above 1.2 eV is therefore interpreted as bound charge response. The bound charge component of the dielectric function is

$$\varepsilon_h(\omega) = 1 + S_h + \sum_{h_{0j} > 1.2 eV} \frac{\omega_{pj}^2}{h_{0j}^2 - \omega_j^2 + i\gamma_j}.$$  \[S6\]

The right-hand side of the expression is a valid approximation for the present set of data. This is demonstrated in Fig. S4.
showing $\text{Re } \varepsilon_0(\omega)$ and $\text{Im } \varepsilon_0(\omega)$ using the parameters in Table S1, together with the total dielectric function. We see that $\varepsilon_0(\omega) = 4.3 \pm 0.1$ everywhere in the frequency range shown.

IV. Sheet Conductance and Spectral Weight

We consider a cuprate with $N_c$ conducting CuO$_2$ sheets per unit cell, having $c$-axis lattice parameter $d_c$. This corresponds to an average spacing $d_z = c/N_z$ between the CuO$_2$ sheets. The relation between sheet conductance and bulk conductivity is

$$G(\omega) = d_c \sigma(\omega). \quad \text{[S7]}$$

The general expression for spectral weight of the sheet conductance along the $x_j$ axis is (4)

$$K = \frac{d_c}{V} \sum_{k,\alpha} n_{k,\alpha} \frac{\partial^2 \varepsilon_{k,\alpha}}{\partial k^2}, \quad \text{[S8]}$$

where $n_{k,\alpha}$ is the average occupation of the state with momentum $k$ and spin $\sigma$; $V$ is the sample volume. For a parabolic dispersion relation ($\varepsilon_k = \hbar^2 k^2 / 2m$) the Fermi energy is $\varepsilon_F$. Ab initio local density approximation (LDA) band calculations for the cuprates can be accurately represented by the tight-binding expression

$$\varepsilon_k = -2[\cos(k_x) + \cos(k_y)] + 4\tau \cos(k_x) \cos(k_y) - 2\tau \cos(2k_x) \cos(2k_y). \quad \text{[S9]}$$

We calculated $K$ numerically as a function of hole density, inserting Eq. S9 into Eq. S8, and adopting the parameter set appropriate to the case of Hg1201 (5): $t = 0.45$ eV, $t'/t = 0.35$, $t'/t^* = 0.5$. The parametric plot of $K$ versus hole density is presented in Fig. 3 of the main text (black solid curve).

V. Generalized Drude Analysis

The real part of the optical conductivity is shown in Fig. 1 of the main text for different temperatures. There is a clear signature of a pseudogap above $T_c$, with a maximum at $-0.15$ eV. The phase of conduction band optical conductivity, shown in Fig. S5, has a gradual rise of phase as a function of frequency, in agreement with the Fermi surface average of the square of the bare electronic group velocity. In a Fermi liquid, the quasi-particles are well-defined at low temperature close to the Fermi surface, because in this limit the scattering rate vanishes with a characteristic energy and temperature dependence proportional to $e^2 + (\pi k_B T)^2$. The quasi-particle spectral weight $Z$ is smaller than unity, as reflected by the fact that $\Sigma(\varepsilon)$ has a finite negative slope $1 - 1/Z$ at $\varepsilon = 0$. This leads to the following low-energy model for the self-energy of a local Fermi liquid:

$$\Sigma(\varepsilon) = \left(1 - \frac{1}{Z}\right) \varepsilon - \frac{3}{2} i C \left[\varepsilon^2 + \pi^2 (k_B T)^2\right]. \quad \text{[S13]}$$

The added factor 3/2 anticipates the formula for the memory function. In systems where all properties are set by a single characteristic energy $D$, as in isotropic doped Mott insulators where $D$ is typically the half bandwidth, the coefficient $C$ would be proportional to $1/(Z'D)$. Indeed, in such cases the scattering rate $\Sigma(0)$ scales with renormalized electronic energies as $D(k_B T/ZD)^2$. The quasi-particle lifetime controls the Drude response at very low frequencies. On the Fermi surface, it can be computed from the self-energy as $\tau_{qp} = \hbar/(Z\Sigma(0))$. We are interested in the regime of frequencies much larger than $1/\tau_{qp}$; introducing Eq. S13 into Eq. S12, and expanding for large $\omega \tau_{qp}$, we get (8)

$$\sigma(\omega, T) = \Phi(0) \tau_{qp} \left\{ \frac{i}{\omega \tau_{qp}} + \frac{4}{3(\omega \tau_{qp})^2} \left[1 + \left(\frac{\hbar \omega}{2\pi k_B T}\right)^2\right]\right\} + O\left[1/(\omega \tau_{qp})^3\right]. \quad \text{[S14]}$$

Comparing this with Eq. 1 of the main text, we obtain Eq. 2 of the main text in the regime $\omega \tau_{qp} \gg 1$, where $Z \approx Z \Phi(0)/K$.

VII. Scaling Collapse

We tested the frequency and temperature dependence of the imaginary part of the memory function for scaling collapse of the form of Eq. 2 of the main text by plotting of the data in the normal state as a function of $\xi^2 = (\hbar \omega_0)^2 + (\pi \omega_0 k_B T)^2$, and searching for the value of $p$ that provides the best overlap of the low-$\xi$ data for the spectra taken at different temperatures. As we see in Fig. S6,
neither for \( p = 1 \) nor for \( p = 2 \) do the data collapse on a single curve. The optimal value where the data does collapse, \( p = 1.5 \), is used in Fig. 5 of the main text. Note that the data above 320 K correspond to the plateau at high frequencies, which is clearly outside the range of validity of single-parameter scaling. For this reason the data shown in Fig. 5 of the main text were restricted to the temperatures below 320 K. In ref. 6 a different scaling relation—pertaining to the real part of the optical conductivity—was reported:

\[
\frac{\hbar}{k_B T} \sigma_1(\omega, T) = \frac{4\pi}{\omega_p^2} \left( 1 + A^2 \left( \frac{\hbar \omega}{k_B T} \right)^2 \right). \tag{S15}
\]


Fig. S1. Optical reflectivity of HgBa\(_2\)CuO\(_{4+\delta}\) UD67 along the a- (solid lines) and c (dashed line) axes at selected temperatures. A strong phonon mode is observed in both a and c axes at 82 meV. (Inset) Far infrared reflectivity; it is also possible to see the remainder of a suppressed c-axis phonon at 70 meV.

Fig. S2. Real and imaginary parts of the pseudodielectric function (dashed curves) obtained from ellipsometry at room temperature, and a–b-plane dielectric function at selected temperatures corrected using the method explained in the text.
Fig. S3. Drude–Lorentz fit to the real part of the optical conductivity, $\sigma_1(\omega)$, at 300 K. The four Lorentzians above 1.2 eV are interpreted as bound charge contributions to $\sigma_1(\omega)$. The dotted gray curve is the sum of all oscillators which matches perfectly the $\sigma_1(\omega)$ calculated from Kramers–Kronig transformation (thin black curve).

Fig. S4. Total (solid curves) and bound charge dielectric function (last four oscillators of Table S1) at room temperature. To a very good approximation $\varepsilon_b = 4.3 \pm 0.1$ with negligible imaginary part in the entire frequency range shown.

Fig. S5. Phase of the optical sheet conductance for UD Hg1201. Temperatures from 10 to 390 K. Data below $T_c$ are shown in gray.
Mirzaei et al. www.pnas.org/cgi/content/short/1218846110

Fig. S6. Imaginary part of the memory function as a function of \( \xi \), where \( \xi^2 = (\hbar \omega)^2 + (p_\pi k_B T)^2 \) with (A) \( p = 1 \), (B) \( p = 1.5 \), and (C) \( p = 2 \) for underdoped Hg1201 (\( T_c = 67 \) K). The data correspond to the normal state.

Table S1. Parameters of the Drude–Lorentz oscillators displayed in Fig. S3

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( j = 0 )</th>
<th>( j = 1 )</th>
<th>( j = 2 )</th>
<th>( j = 3 )</th>
<th>( h\omega p_j )</th>
<th>( j = 4 )</th>
<th>( j = 5 )</th>
<th>( j = 6 )</th>
<th>( j = 7 )</th>
<th>( S_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h\omega_{0j} )</td>
<td>0.046</td>
<td>0.337</td>
<td>0.747</td>
<td>0.805</td>
<td>—</td>
<td>0.598</td>
<td>1.126</td>
<td>0.636</td>
<td>2.723</td>
<td>—</td>
</tr>
<tr>
<td>( h\omega_{p_j} )</td>
<td>0.857</td>
<td>1.461</td>
<td>0.969</td>
<td>0.638</td>
<td>2.053</td>
<td>0.444</td>
<td>0.947</td>
<td>0.510</td>
<td>4.390</td>
<td>2.2</td>
</tr>
<tr>
<td>( \gamma_{0j} )</td>
<td>0.046</td>
<td>0.337</td>
<td>0.747</td>
<td>0.805</td>
<td>—</td>
<td>0.598</td>
<td>1.126</td>
<td>0.636</td>
<td>2.723</td>
<td>—</td>
</tr>
</tbody>
</table>

\( S_h \) is dimensionless. Parameter values corresponding to \( h\omega_p \), \( h\omega_0 \), and \( \gamma \) are in units of electronvolts.